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INTRODUCTION
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Speech excitation models in HMM-TTS

• Goal: model human speech production

• Source-filter separation [Fant’60]

• Types [Hu;’13] SSW8

– Impulse-noise

– Mixed excitation

– Glottal source

– Harmonic plus noise

– Residual based
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Linear Prediction residual of speech
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Irregular voice: occurrance

• Irregular vibration of vocal folds
[Blomgren;’98] [Gobl&Chasaide’03]

– Irregular F0 and/or amplitudes

• Creaky voice, laryngealization, vocal fry, 
glottalization

• Up to 15% of vowels of natural speech [Bőhm;’09]

• Location [Dilley;’96]

– Phrase boundaries

– Sentence endings

– Vowel-vowel transitions
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Irregular voice: example
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Irregular voice: acoustic properties

• Differences compared to regular speech
[Klatt&Klatt’90] [Bőhm;’09]

– time between successive glottal pulses longer and 
more irregular

– lower F0 and higher jitter

– abrupt changes in the amplitude of the periods

– lowered open quotient (proportion of the glottal cycle 
where the glottis is open)

– increased first formant bandwidth because of more 
acoustic losses at the glottis

– more abrupt closure of the vocal folds
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Irregular voice: models in HMM-TTS

• [Silén;’09] Interspeech
– Robust F0 measure and two-band voicing

– Not focusing on characteristics of irregular voice

• [Drugman;’12] Interspeech
– Extension of DSM model: secondary pulses in the residual 

excitation

• [Drugman;’13] ICASSP
– Prediction of creaky voice position

• [Raitio;’13] Interspeech
– Creaky voice integrated into HTS

• Proposed method
– Uses another excitation model

– Improvement of previous regular-to-irregular transformation

– 3 heuristics model irregular voice
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[Bőhm;’09] regular-to-irregular

transformation
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OUR METHODS
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Baseline: HTS-CDBK excitation model

• HTS-CDBK [Csapó&Németh’12]

– Residual based

– MGC analysis

– Codebook of pitch-synchronous residuals

– White noise above 6 kHz

• Parameters
– MGC: Mel-Generalized Cepstrum

– F0: of the frame

– gain: RMS energy of the windowed frame

– rt0 peak indices: the locations of peaks in the frame 

– HNR: Harmonics-To-Noise ratio of the frame [de Krom’93]
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Baseline: HTS-CDBK rt0 parameter

• position

of peaks

(distance)

• simple peak

picking

• suitable for

machine learning
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Baseline: HTS-CDBK analysis
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Baseline: HTS-CDBK synthesis
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Novel: HTS-CDBK+Irreg-Rule synthesis

16/32



Heuristic #1: F0 halving

• Irregular speech: often significantly lower F0 

than regular speech

• Synthesis: half of the F0 of the generated 

parameter sequence is used

– Residual frames are zero padded

– Similar effect as removing every 2nd pitch cycle

– Results in decreased open quotient
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Heuristic #2: gain scaling

• Irregular speech: often strong amplitude 

attenuations during the consecutive cycles

• Synthesis: residual frames are multiplied by 

random scaling factors in the range of {0..1}

– do not boost any of the periods, only attenuate or 

leave them unchanged
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Heuristic #3: Spectral distortion

• Irregular speech: frame-by-frame MGC 

parameters are less smooth than those of 

regular speech

• Synthesis: distort MGC parameters

– parameter values are multiplied by random 

numbers between {0.995…1.005}

– yields less smooth parameter sequence
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Position of irregular speech

• Irregular speech: often causes F0 detection 
errors in sentence-final vowels (F0=0)

• Synthesis: F0=0 pattern of sentence-final 
vowels is modeled by machine learning

– Irregular voice applied if 5 consecutive frames 
have F0=0

– Indirect method for position of creaky voice

– F0 interpolation between voiced parts
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RESULTS
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Waveforms: 3 heuristics
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Residuals + speech: baseline vs. novel
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Perceptual evaluation: speech data

• 2 Hungarian male speakers with frequent 

irregular voice

– About 2 hours of speech (1940 sentences)

– 16 kHz, 16 bit waveforms + labels

– Single speaker training with 

HTS-CDBK and HTS-CDBK+Irreg-Rule

– 10-10 synthesized samples from baseline and 

novel systems

• words from sentence endings with irregular voice
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Perceptual evaluation: methods

• Internet-based test

– Paired comparison

• Questions: Comparative MOS (CMOS)

– 1: preference (‘Which version do you think is more 
pleasant?’)

– 2: similarity to the original speaker (‘Which 
version is more similar to the original speaker?’)

• Listeners

– 11 students and professionals
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Perceptual evaluation: results
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Acoustic evaluation: methods

• Acoustic cues: irregular vs. regular speech
[Klatt&Klatt’90] [Bőhm;’09]

– lower open quotient (OQ)

– increased first formant bandwidth (B1) 

– lower spectral tilt (TL)

• Measurement in the frequency domain
– OQ ~ H1-H2 (the difference of the amplitudes of the first two 

harmonics)

– 1/B1 ~ H1-A1 (H1 relative to the first formant amplitude)

– TL ~ H1-A3 (H1 relative to the third formant amplitude) 

– compensation of the first three formants

• Samples
– 10 original regular, 10 original irregular, 10 synthesized irregular
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Acoustic evaluation: measurements
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Acoustic evaluation: results
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SUMMARY
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Discussion and conclusions

• Irregular phonation: no strict definition

• 3 heuristics to model in synthesis
– Extremely low F0

– Amplitude attenuations

– Perturbations in spectrum

• Perception & acoustic tests
– More preferred and more similar to original speaker

– Similar to original irregular samples

• Possible applications
– Expressive speech synthesis (e.g. sad)

– Personalized systems
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Future directions

• Pre-defined stylized pulse patterns instead of 
random scaling [Bőhm;’09]

• Data-driven irregular voice model
– Csapó & Németh ,,Modeling irregular voice in statistical 

parametric speech synthesis with residual codebook based 
excitation’’, IEEE Journal of Selected Topics in Signal Processing, 
Oct 2013

• Use parameters for irregular voice position
[Drugman;’13]

• Compare with other models
[Drugman;’12] [Raitio;’13]
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Samples

• FF3_HTS-CDBK + Irreg-Rule

• FF3_HTS-CDBK + Irreg-Rule

• FF4_HTS-CDBK + Irreg-Rule

• FF4_HTS-CDBK + Irreg-Rule
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