
1. Introduction

The quality of Text-To-Speech (TTS) systems is judged
on the basis of how successfully the generated synthe-
tic speech approaches the features of human speech.
The intelligibility of synthetic speech is close to that of
human speech in state-of-the-art TTS systems. However,
there seems to be a lack of variability in most speech
synthesizers: they produce deterministically the same
speech output for the same textual input, when it is re-
peatedly given to the system. This contradicts the varia-
bility of human speech.

The variation in human speech has been address-
ed by Chu et al. using a database containing two repeti-
tions of 1000 recorded sentences in Mandarin [1]. They
investigated the differences of prosody (e.g. intonation,
rhythm) in the paired sentences and observed the in-
variant and variable parts of speech. It was measured
that the two repetitions had wide variations in the mean
F0 and durations of syllables, while the meaning was
the same. The rhythmic organization was more stable.
The results show that the variability of human speech
can be as large as half of the dynamic range of a speak-
er, which has to be considered in speech synthesis. 

The common part of the corpus-based prosody gen-
eration approaches is that they try to associate proper-
ties (e.g. F0) of recorded speech with the text to be syn-
thesized. However, there are some differences in the
methods and element sizes that are applied. In [2], a rule-
based prosody model is complemented with a corpus-
based module. In the data-driven part, the F0 templates
are as small as syllables from the corpus. [3] uses a si-
milar method. The most important difference is the length
of the F0 templates: employing flexible-sized segments
allows the modeling of both macro- and microprosody.
In the corpus-based approach of [4], a linear regres-
sion statistical model produces the pitch contour of a

sentence, based on word-sized items. The new feature
of [5] is the use of Case-Based Reasoning. They show
that a data-driven model can work with stress-group
units as F0 templates reasonably well. Besides the afore-
mentioned corpus-based methods, some superpositio-
nal corpus-based intonation generation approaches can
also be found in the literature. 

In the paper of [6], three levels of intonation are de-
rived from the speech database. Sentence-, phrase- and
syllable-level prosody are hierarchically separated. [7]
combines decompositional modeling with corpus-based
pitch contour search. The pitch contours in the corpus
are typically decomposed into phrase, accent and seg-
mental perturbation curves. [8] introduces a corpus-bas-
ed synthesis system by considering several candidate
intonation contours.

The method presented in this paper uses phrase-
long F0 templates without any decomposition. Our prior
work concentrated on the feasibility of a method in in-
creasing the prosodic variability in speech synthesis [9].
As the results were rather promising, this first simple
approach is further developed here. In this paper, Sec-
tion 2 introduces the method that tries to mimic the va-
riable nature of human declarative sentences in TTS
systems. To pair the right pitch contour with the input
text, a database of recorded speech samples is used
in order to find more F0 templates to the input. Variabi-
lity is ensured by the random selection from the avail-
able intonation samples. Our hypothesis is that using
this kind of speech samples, variability of human speech
can be modeled in artificial systems. To prove this state-
ment, the method is applied in a Hungarian corpus-bas-
ed unit selection TTS. 

In Section 3, a listening test is described that was
carried out to evaluate the naturalness of the generat-
ed variable synthesized speech. The results of the test
are described in Section 4, which show that the method
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This paper introduces the implementation and evaluation of a method to increase the prosodic variability of synthesized speech.
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can generate equally natural but still different versions
of sentences. The last section concludes the paper. 

2. Methods

2.1  Generation of variable prosody
Fig. 1 shows the steps of our prosody generation app-

roach used in the Hungarian system. When the system
is given a raw textual input, first the sentence is parti-
tioned into prosodic phrases. Then their syllabic and
stress structures are automatically determined. Intona-
tion is assigned in a separate step.

Figure 1.  
Generation of variable prosody using a database of 
F0 templates in a corpus-based unit selection TTS system

In this paper, the syllabic structure of a phrase is
represented by the number of words in the phrase and
number of syllables in each word plus their stress tags
(e.g. in English a prosodic phrase might be like: “Weather
warnings have been issued”; 5 words; “2+2+1+1+2” syl-
labic structure, plus stress marks on the words). The
stress structure is specified with the rule-based method
used in the Profivox TTS [10]. 

Based on this information target F0 curves are search-
ed in the database of natural sample phrases. The search
is done using a similarity measure that will be discus-
sed later. If the sample database is large and variable
enough, more candidates with different F0 curves are
found. The variation of the system is realized in the next
step, when one F0 contour is selected randomly from the
proposed ones. If the system is given repeatedly the
same sentences or those with similar structure, this

part ensures that the output speech will not always be
deterministically the same, creating the desired vari-
able prosody. The input text with the selected F0 con-
tour is forwarded to the corpus-selection module that
tries to realize the proposed prosody during the unit se-
lection. Note that as the system may use F0-sample data-
bases and speech corpora from different speakers, it
is important to normalize F0 targets, before sending them
to the selection component.

2.1.1 Coverage ratio 
It is not sure that an appropriate F0 template can be

found for a given input phrase. If no similar phrase is
found, the rule-based prosodic model of the Profivox TTS
is used. The hit rate depends on the similarity measure
used and the size and variability of the database. In or-
der to find out what degree of coverage can be reached
with different similarity measures and corpora, a cover-
age ratio is defined. For a given input sentence, it refers
to the length of the prosodic phrase for which F0 sam-
ples are found divided by the total length of the sen-
tence. The length is measured in number of syllables. 

As an illustration in English, if the method finds a F0
template only for the first of the two prosodic phrases
in the “ A minor storm will brush the Northwest, resulting
in showers.” sentence, the coverage ratio is 9/15 = 0.6.

2.1.2 Similarity measure 
Two different similarity measures are investigated

in this study. They are based on the syllabic structures
of the input phrases and F0 template phrases from the
database. The first one, the “exact” similarity measure
means that the structures of the two phrases have to
be exactly the same. The second measure, “similar”
structure is less strict: the number of syllables of the
longer words in the two phrases can differ in one syl-
lable. This “loosening” in the similarity measure caus-
es a higher coverage ratio, as discussed later. Besides
the syllabic structure, the stress structure of the input
and database phrases also have to be the same, in or-
der to use the F0 contour of the sample database.

2.1.3 Databases 
The F0 template databases were derived from seve-

ral speech corpora. The textual version, phonetic tran-
scripts, sound boundaries and measured F0 curves were
used to generate the database. The sentences were cut
to phrases by the Profivox text processor [10], and for
each phrase, the syllabic structures were calculated. 

For each syllable, the mean F0 was calculated. It was
used when selecting an F0 contour for the input text.
The stress structure of the phrases was derived from
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Table 1.  
Corpora and attributes of 

each of them used in this study



the textual transcripts. This solution introduces some
errors because the written form does not have a one-
to-one correspondence with the utterance. The deve-
lopment of an automatic method is in progress in order
to determine the realized stress structure in the utter-
ances of the corpora. 

In this study six corpora were explored, as described
in Table 1. The sentences of the first five corpora were
read by a professional voice actress in a sound studio.
The largest (“Weather”) was built from weather forecast
sentences [11]. The second largest corpus (“Ph. rich”)
contains phonetically rich and balanced sentences [12].
We also used sentences which were originally record-
ed for a number-to-speech synthesis application (“Num-
bers”, [13]). The rest of it was produced for a railway sta-
tion announcer system (“Railway”) and other smaller,
fixed inventory systems (the “Prompts” of e-mail reader
systems). The last corpus (“Radio news”) contains news
spoken by three different announcers. Except the last
one all other corpora were used in the limited domain
corpus-based TTS.

Three different F0 template databases were built for
investigations of the prosody generation method: one
from the “Weather” corpus itself (F0-1), one combining
four corpora of the same speaker (F0-2) and one from
the “Radio news” corpus (F0-3). 

We collected text samples in five topics: Public trans-
port (News1), Economy (News2), Sport (News3), Tale and
Weather forecasts. Fig. 2 indicates the coverage ratios
defined in 2.1.1, that can be reached with the different
databases (Y axis) on input sentences from various to-
pics (X axis). In order to illustrate which sample data-
base is more appropriate for the variable prosody ge-
neration method, we conducted a simple test. For the
different domains, we investigated up to 8 sentences to
demonstrate the dependence of coverage ratios on the
type of the databases. 

It can be seen that the use of “F0-2 (Combined)” data-
base creates the highest coverage ratios, for all of the

input sentences. The “Similar” similarity measure en-
hances the coverage ratio over “Exact”, as expected.
The low coverage value in “News2” sentences is due to
the fact, that they contain extremely long phrases. As
our method is based on the correspondence between
the phrases of the input sentence and the database
ones, F0 patterns for these long input phrases were not
easily obtainable.

2.2  Corpus-based unit selection TTS 
The unit selection TTS that was used in our experi-

ments is described in detail in [11]. The currently used
speech databases contain sentences from several do-
mains, as described in Section 2.1.3. The synthesizer
can generate the prosody in two ways, depending on
the type of the input sentence. If the sentence fits in the
domain of the corpus, a simple prosody model is used,
based on the relative position of words within a proso-
dic phrase. Because it is based on words, it will work
properly only if most words of the input sentence are
found in the corpus.

If the sentence is out of theme, there will not be e-
nough whole words, which can determine the prosody.
The prosody is undefined where whole words are mis-
sing. On those parts of sentences the F0 values are de-
termined only by the continuity criterion of the F0 of the
units, but this allows irregular prosody. In that case the
F0 generation method described in Section 2.1 is ex-
tremely useful, as it defines a target F0 for the input sen-
tence. In order to realize variability, always different but
still natural F0 curves are compared to the sentences
with similar structure after each other. The obtained F0
values are used in the target cost function of the TTS to
follow the F0 curve. Besides F0 values the generated
phoneme durations also are respected in target costs,
but with less weight than F0. 

The words of the TTS corpus cover about 55% of the
Hungarian texts [14]. It means that those words of a sen-
tence that are out of domain are often missing on the
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Figure 2.  
Dependence of coverage ratio
on similarity measure, topic of
the input sentences and 
the domain of 
the F0 sample database



word level. Because the missing words are usually built
from 4-5 syllables, in some cases as much as 60% of the
synthesized sentence is determined by prosody rules
for words that are concatenated from shorter (phone/di-
phone/triphone) units. In this case the overall prosody
of the sentence is not determined by whole words of
the corpus. 

3. Experiments 

Several sentences from different domains were collect-
ed in order to find out whether the TTS with the variable
prosody generation method produces synthesized speech
that sounds natural enough. A listening test was con-
ducted to verify our hypothesis that the variability of hu-
man speech can be modeled using a TTS. 

3.1  Test sentences
Only two sentences were chosen from each domain

in order to decrease the duration of the listening test.
The same domains were used as in the simple test of
Section 2.1.3. We generated five versions for each sen-
tence. The first is synthesized with a triphone based con-
catenative TTS (Profivox). It works with a rule based pro-
sody module, and it can produce the waveform with the
prescribed prosody. The second version is the original
output of the corpus-based TTS, with its simple posi-
tion-based prosody module (with minimal prosody mo-
dification). In that sentence the prosody is determined
by the parameters of the units in the speech corpora.
In the third version the corpus-based TTS uses the rule
based prosody (of the Profivox algorithm) as the target
F0 curve. The last two versions are generated by the cor-
pus-based TTS, but the target F0s come from the vari-
able prosody module which is described in Section 2.1.

During the collection of the different sentence ver-
sions we found that for one of the “News3” (Sport) sen-

tences only a bad F0 target was available. The end of
that target is wrong, it contains an increasing end (in
F0) instead of a decreasing one. In spite of its incorrect
prosody we inserted it in the test, in order to measure
the tolerance of the audience for this type of error.

In the listening test we evaluated these sentences
in two ways. Each sentence appeared in a Mean Opi-
nion Score (MOS) test of the naturalness of prosody. To
detect smaller differences between versions, we con-
ducted a paired comparison test, too. In the paired com-
parison test, only sentences generated by the corpus-
based TTS with different prosody modules were inves-
tigated. On the basis of a preliminary test the triphone-
based concatenative TTS is definitely weaker than the
other four versions of each sentence. The paired com-
parison test contained four versions of 10 sentences,
making 60 pairs altogether. The MOS test contained five
versions of the 10 sentences.

3.2  Listening test 
A web based listening test was conducted to deter-

mine the naturalness and quality of synthetic senten-
ces. 103 native speakers of Hungarian participated in
the test with no known hearing loss. The results of 10
listeners were excluded from the evaluation because
they either did not finish the test, or were found to re-
spond randomly. Some of the excluded listeners report-
ed playback difficulties. The remaining 93 listeners con-
sisted of 67 male and 26 female testers having a mean
age of 32 years. 49 listeners used head- or earphones
while 44 testers listened to loudspeakers. The listen-
ing test took 38 minutes to complete, on average.

The test consisted of six parts. The first and the se-
cond part were used for another unrelated study. To les-
sen the load of the testers and to improve attention we
cut in half both the MOS and the paired comparison
tests. In the third and fifth parts the listeners compared
the sentence pairs. In the fourth and sixth part, the sub-
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Figure 3.  
Mean paired comparison results
and Mean Opinion Scores of 
the sentences



jects used a 5-point scale to grade the quality of a sen-
tence.  The test was self-paced. The listeners had the op-
tion to replay a stimulus as many times as they wished,
but they were not allowed to go back to a preceding sti-
mulus, once they rated it. The playback order and the
order of utterances in the paired comparisons were ran-
domized individually for each listener.

4. Results 

The bottom section of Fig. 3 shows the results of the
MOS test for all the 10 sentences under study. The means
were calculated on the basis of the judgment of the list-
eners. The first column of each group shows the vari-
ants generated using a triphone rule-based TTS. It is
rated between 2.1 and 2.5 MOS points. These results
coincide with our earlier study [11]. 

The versions synthesized with the corpus-based TTS
are divided into two parts: the first 8 groups were less
natural than the last two groups according to the expec-
tations. The sentences of the “News” and “Tale” area
are out of domain for the synthesizer, the weather fore-
cast sentences conform to the corpus. For “Weather”
sentences changing the original prosody module of the
corpus-based TTS does not show major improvements,
at the second “Weather” sentence it caused rather a
degradation. The worst sentences probably significant-
l y differ from human expectations. 

Except “Weather” sentences in all the other groups
better results were reached with the modified, target-
based prosody modules. The three versions of prosody
targets (rule, Prosvar1, Prosvar2) scored nearly equal-
l y. The bars marked with dots show sentences when
the “Radio-news” corpus was used as the F0 template
database for the prosody generation subsystem. These
sentences were evaluated similarly to versions “Pros-
var1” and “Prosvar2”. In some cases, the variable pro-
sody generation method failed to produce human-like
utterances. The corpus-based TTS with the rule-based
prosody method generates the best MOS score at the
second sentence of the “News3” group. This sentence
has a correct prosody and enough proper word units in
the corpus. The “Prosvar1” and “Prosvar2” prosodies
are incorrect in this case, as expected (described in

Section 3.1). Subjects gave low scores, they did not ac-
cept declarative sentences with high F0 values in the
end.

The responses of the listeners in the paired compa-
rison test were summarized in the top section of Fig. 3.
For the two utterances in a pair, the results were cal-
culated for each answer as follows: the more natural
sentence was given a 1.0 score, the less natural one re-
ceived a 0.0 score. If a listener could not hear any diffe-
rence between them, a score of 0.5 were given for both
variants in the pair. The averages of these values were
calculated in each sentence group. The top section of
Fig. 3 shows the mean values for each variant. ANOVA
tests were run for each sentence, Tukey-HSD post hoc
tests showed the significant differences. In six cases
of the eight non-weather sentences, the versions with
prosody generated by the external module were signi-
ficantly better (p <0.05).

Fig. 4 shows the summarized results of the paired
comparison tests, averages for each F0 generation me-
thod. The utterances generated by the corpus-based TTS
without external prosody information (left column) are
significantly (p <0.05) less natural than the other three
cases, in which a target F0 curve was given to the syn-
thesizer. The mean results for the three different app-
roaches of the variable prosody generation subsystem
(right three columns) are not significantly different.

5. Summary and conclusions

We successfully integrated a new prosody generation
method to a Hungarian corpus-based unit selection TTS
system. It can provide variable prosody while increas-
ing the quality of synthesized sentences when the in-
put is outside the corpus domain. A listening test show-
ed that in most cases, versions of the same sentence
with different intonations were evaluated as equally
natural, indicating that the variability of human speech
can be applied into speech synthesis. The method can
also be applied for increasing prosody variation even
when the TTS works in a closed domain, but some qua-
lity degradation may occur then. Rule-based target pro-
sody and the alternative sample-based prosody gave
similar MOS values. It was found, that the method can
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Figure 4.  
Mean and 95% confidence interval
of paired comparisons



work with various F0 template databases. The use of F0
targets from the “Radio news” did not significantly de-
crease the quality of synthesized speech over the “Com-
bined” corpus.

Future work should address the construction and
analysis of several F0 template databases, in order to
analyze the relationship of the realized variance in syn-
thesized speech and the size, type and domain of speech
databases. Our variable speech generation method can
be extended to other languages. Languages with fixed
stress (e.g. Hungarian, Finnish) are easier to handle in
this system. The method can be used for languages with
varying stress (e.g. English) as well, if we can deter-
mine the stress structure of the sentences based on
textual input. Using other technologies (e.g. HMM) re-
quires a different similarity measure. The results can
be applied in improving the acceptability of long syn-
thesized texts such as synthesized talking books.
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